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A B S T R A C T

The objective of this project was to document the efficacy of part-to-part comparison of computed
tomography (CT)-derived three-dimensional (3D) models of the lumbar spine in forensic personal
identification. By testing the methodology, this study aimed to provide a new technique of quantifiable
(through a percent match) positive identification that meets the explicit requirements of the Daubert
ruling and the challenges set forth in the 2009 NAS report. Ante-mortem (AM) and simulated post-
mortem (PM) models of the lumbar vertebrae (L1–L5) for 30 unique individuals were compared via part
comparison analyses. The threshold of �0.5 mm with at least a 90% match was considered a positive
identification. Using this threshold, the part comparison results had a perfect identification rate with no
false positives and no false negative matches. A ROC curve was generated with a score of 1, signifying a
“perfect” sensitivity and specificity, at a cut-off value of 65.5%. On average positive IDs had a 94.7%
percent match within the established threshold, while negative IDs had an average of 21.4%. In looking at
the impact of different components of the biological profile, age and sex of the unknown individual
played a minimal role in the percent match for both a positive and a negative ID. Lumbar level also played
a minor role in in both the positive and negative percent match. The real-world application of 3D part-to-
part comparison on AM and simulated PM scans demonstrate the potential usefulness of this technology
in forensic identification.
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1. Introduction

Emerging technologies are allowing for the development of new
applications to address forensic concerns. One of the critical
components of any forensic investigation is the identification of the
deceased.Asthecurrent populationin theUSandworldhas increasing
access to advanced medical imaging, it is presenting an opportunity to
utilize these medical records as a source for personal identification.
This study attempts to demonstrate the potential utility of ante-
mortem (AM) and post-mortem (PM) image matching of the lumbar
vertebrae through part-to-part comparison for forensic identification.

1.1. Forensic identification

Once the body of an unknown person is discovered,
practitioners are tasked with identifying the human remains.
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Natural processes such as decomposition [1], lengthy submer-
sion in water [2], burning [3,4] or even animal activity [5] can
make identification a challenge. The intentional obscuration of
the deceased’s identity by means of decapitation, disfigure-
ment, or dismemberment is also a potential complicating
factor. Furthermore the manner of death, like catastrophic
damage from a mass disaster, trauma from vehicle crashes,
plane crashes or terrorist attacks [6,7] also destroy identifiers.
In the event of a bombing or mass disaster, head injuries occur
more frequently than would be predicted based on its 12% body
surface area [8]. Once the biological profile is established, the
remains are compared against suspected matches of known
missing persons. DNA matching, comparison of dental records
or radiographic matching [9,10] are all methods of establishing
an identity. These methods all must meet the legal standards
for forensic evidence in court as set forth in the Daubert ruling
[11] based on the uniqueness proposition. The validity of
uniqueness has been questioned recently with the release of
the 2009 National Academy of Sciences report [12] which directly
mandates the field to adequately “establish the uniqueness of
marks or features”.
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1.2. Forensic imaging

The use of post-mortem CT (PMCT) has quickly gained
importance in the forensic field. The technology has introduced
novel means of analysis and applications to forensic questions such
as cause of death [13], identification of foreign bodies [14], incident
reconstruction [15], and victim identification [6]. Previous litera-
ture has demonstrated that the frontal sinuses are as unique as
fingerprints and a multitude of studies are published supporting
this idea [16–23]. In addition to teeth [24], the skull has several
features such as the mastoid air cells [19,25] and the paranasal
sinuses [16–23,26] have been successfully used for forensic
identifications. Other regions of the body used for radiographic
identification include clavicles [27,28], costal cartilage [26,29],
sternum [30,31], hip [21,32], vertebral features [30,32,33] as well
as the extremities [19,26] to name a few. One limitation of
radiographic identification is the inherent subjectivity of the
process. Most positive identifications from medical image data
simply involve the process of identifying key anatomical features
on an AM image then comparing those against the outlines or other
features that visually match the PM images. More recently, efforts
have been made to objectively quantify AM and PM images in both
dental [34] and radiographic areas [16,22,28].

In practice, the decision as to which anatomical structures to
use in identification comparisons is limited by what type of AM
scan an individual has had and of what region, as well as what
portion of the remains is available for PM scanning. Over the five-
year sample period of 2012–2016, the breakdown of the regions of
the body that were scanned at [Tampa General Hospital] (a Level 1
trauma center that services a diverse metropolitan area of well
over 3 million people) consisted of 72,607 CT scans per year with
29% being head scans and 45% capturing the abdomen and pelvis.
Considering the increased likelihood that the torso would survive a
traumatic event, the higher rates of clinical abdominal and pelvic
scans, as well as documented previous successes using vertebral
features, it is for these reasons that this study chose to examine the
lumbar vertebrae as a potential source of anatomically distinct
structures to be used for positive human identification.

1.3. Part-to-part analysis

3D part-to-part comparison, part comparison, or 3D part
inspection is a commonly used tool in computer aided design
(CAD) and the manufacturing industry. The primary objective of
part comparison is to test and guarantee the geometric accuracy of
a product by comparing a sample 3D scan, against a “gold
standard” in the form of an original prototype or original 3D CAD
model [35,36]. Once a sample part is scanned and successfully
digitized, an algorithm calculates the distance between that
sample part and the target part. Every point of the sample part is
compared against every point of the target part to find the nearest
point relative to itself. Once the nearest point is found, the distance
between every target point and sample point is calculated. This
allows for the creation of color-map and a histogram showing the
overall distance or differences between the two parts. The output
from the analysis is a percentage match. The threshold of what an
acceptable distance is chosen by the user. While gold standard in
mechanical manufacturing, part-to-part comparison has recently
been introduced to medicine [37,38]. A forensic pilot study utilized
20 3D reconstructed frontal sinuses from CT and used superimpo-
sition to achieve a 100% match in surface anatomy as a
measurement of a positive identification [22]. Another recent
case that has already utilized 2D and 3D superimposition to
visually identify the partial remains of a murdered individual [23].

Medical imaging like CT is allowing for the 3D virtual
reconstruction and analysis of relevant anatomy. The ability to
computer model and analyze human remains provides the
opportunity for the use of more robust analyses like part-to-part
comparison. The primary aim of this project was to test and
validate a new quantifiable method of radiologic comparison for
positive personal identification using CT derived 3D computer
models of the lumbar vertebrae (L1–L5) through superimposition
and part-to-part comparison.

2. Materials and methods

2.1. Samples

A total 30 individual clinical CT scans of 15 males (43.5 �14.6
years) and 15 females (43.1 �15.1 years) were selected at random
under IRB approval from the [USF Department of Radiology’s]
medical image research database which currently stores all clinical
scans from 2009 to present. To account for any potential influence of
sex or age, 15 males and 15 females for each decade of life between
ages 20 through age 66 were selected at random. The sample
consisted of a US population, with no record of ancestry. Only CTscan
series that captured all 5 lumbar vertebrae were utilized. Any
individuals exhibiting metallic surgical implants or unhealed
fractures as well as any individuals that have the anatomic variation
of4or6 lumbarvertebraewereexcludedfromthisstudy.Thisdataset
does not include any PM scans, only those clinically ordered
diagnostic imaging captured as part of the patient’s standard of
clinical care and therefore no individuals were subjected to any
radiation for research purposes. None of the selected patient scans
had been performed for lumbar issues or had a history back
pathology. All scans were acquired on a GE LightSpeed VCT 64-slice
scanner (General Electric, Chicago, Illinois, United States) at a
1.25 mm slice-thickness, kVp 120, Standard Filter, with mA and FOV
size being variable depending on patient size.

This initial set of scans served as the AM scans for the purposes
of this study. To simulate PM scans, each image dataset was
resliced to generate a new but different dataset of the same
individual. Despite best efforts, it is impossible to place a specimen
in the exact orientation on a CT scanner’s gantry and human
remains are not often flexible enough to adjust body position.
Therefore, in practice there will inherently be different planes of
capture when comparing actual AM and PM scans. Slice-thickness,
capture planes and other scanner parameters have been shown to
effect the end result of 3D models generated from medical imaging.
3D models derived from medical scanning can be shortened,
elongated or have completely missing anatomical geometries
depending on these parameters [39–42]. By reslicing the AM scans,
this process created entirely new datasets with different body
orientations to mimic a scan captured at a different time i.e. a PM
scan. The initial reslicing and the subsequent 3D modeling for both
AM and simulated PM scans was conducted in the Mimics
Innovation Suite 20.0 (Materialise NV, Leuven, Belgium). For the
simulated PM scans, the AM DICOM files were resliced using the
reslice-tool where the entire image volume was randomly rotated
along the central axis �3� in addition to having the z-axis shifted
�10� in either the x or y (or both) directions. The new image
volume was generated using the same slice-thickness of the
original capture scan. A graphical example of the reslicing process
can be seen in Fig. 1. An image showing an AM and PM
reconstruction of the same vertebra can be seen in Fig. 2.

2.2. 3D modeling

Both AM and the simulated PM scans were given the same
modeling treatment. All osseous material was captured utilizing
the threshold of 226-3071 Hounsfield units. Additional hand
segmentation was conducted as necessary on individuals whose



Fig. 1. Reslicing example: (A) original abdominopelvic scan, (B) resliced angle parameters altering the axis, & (C) resliced scan.
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bone mineralization levels do not meet this threshold. Each lumbar
vertebra was isolated from its immediate superior and inferior
vertebrae via hand segmentation. Each lumbar was then made a
solid structure to account for any variation in internal density from
the trabecular bone. After each lumbar model was constructed, it
was exported as a separate stereolithographic (STL) file. Each STL
file was imported into the software package 3-matic, also from
Materialise NV, for model clean up, post-processing, and analysis.
All noise shells were removed from the model. Each model was
wrapped with a gap closing distance of 0.5 mm and a smallest
detail threshold of 0.25 mm.

The 30 simulated PM scans served as a database of “unknown”
individuals. The AM scans acted as the data set of known
individuals. The lumbar vertebrae from the PM scans were labeled
as L1JDoe1, L2JDoe1, L1JDoe3, and so forth. Only one person
conducted the coding of the PM scans to ensure the study was
properly blinded. Once all lumbar models were correctly coded,
they were then provided to the study researchers to serve as
targets for the “unknown” PM lumbar sample.

2.3. Part-to-part comparison

A part-to-part comparison analysis was conducted on every
lumbar vertebra for every J.Doe using the part comparison analysis
Fig. 2. Representative ante-mortem and post-m
tool in 3-Matic. Using the L1 scenario as an example, the target
JDoe1 L1 vertebrae STL was imported into 3-Matic. All 30 L1
vertebrae of “known” individuals’ STLs were imported as well. Each
“known” L1 vertebra was aligned to the target unknown L1 via
point registration. Point registration was conducted by placing 9
landmark points on both the target and the test structure. The
purpose of this initial landmark-based registration is to get the
geometry of the unknown vertebra within close alignment with
the target geometry. After an initial point registration, the
alignment was further refined with a global registration. Then a
global registration takes the all the vertexes of both geometries and
uses them to calculate the best fit of the two objects. This
preliminary landmark-based registration and subsequent global
registration ensures that the proper alignment between the
geometries is achieved and takes in to account any variations
from landmark positioning. A list of landmarks can be seen in
Table 1. These landmarks are also graphically depicted in Fig. 3.

Once this registration process was completed the actual
part comparison was performed. The threshold of � 0.5 mm
with at least a 90% match was considered a positive
identification. This �1 mm range was selected as most current
clinical CT scanners can not reliably detect objects less than
0.6 mm as they have an in-plane spatial resolution of �0.3 mm
and slice-thickness around 0.6 mm [41]. The percent match for
ortem reconstruction of the same vertebra.



Fig. 3. Landmarks used in point registration.

Table 1
Landmarks used in point registration.

Landmark Abbreviation Definition

Superior anterior endplate SAE Superior anterior most point along the sagittal plane of the vertebral body
Inferior anterior endplate IAE Inferior anterior most point along the sagittal plane of the vertebral body
Spinous process SP Most posterior point of the spinous process
Left transverse process LTP Left most point of the left transverse process
Right transverse process RTP Right most point of the right transverse process
Left superior articular process LSAP Most superior point of the left articular process
Right superior articular process RSAP Most superior point of the right articular process
Left inferior articular process LIAP Most inferior point of the left articular process
Right inferior articular process RIAP Most inferior point of the right articular process
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every attempt was recorded to determine the average percent
match for both a non-identification and a positive identifica-
tion. A representative part-to-part comparison can be seen in
Fig. 4. This process was conducted for every lumbar vertebra
(L1–L5) for each of the 30 individuals.
Fig. 4. Example part-to-part comp
2.4. Statistical analysis

All statistics were conducted using SPSS 25 software (IBM). The
goal of the following analyses was to quantify the range of variation
among lumbar vertebra and the average measured unique
geometry as defined by the percent match from the part-to-part
analysis. The average percent match for every positive identifica-
tion and average percent match for every non-match or non-
identification was collected.

The positive identification and non-match results were broken
down by vertebral level, age and sex. Statistical analyses
comparing positive identifications and non-matches with respect
to sex was conducted using independent t-test. Analyses with
respect to age utilized a Pearson’s correlation. A one-way ANOVA
comparing the positive and negative match results was utilized on
vertebral level with a follow up Tukey’s post-hoc test to evaluate
differences between vertebral levels. Anything with a p-value less
than 0.05 was considered significant. A ROC curve was also
generated testing sensitivity and specificity.

3. Results

The part comparison results yielded a 100% match with no false
positives and no false negative matches. Positive identifications
arison analysis of L1 vertebra.
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were above our 90% at �0.5 mm agreement threshold with an
average percent match of 94.7% � 2.7%. Negative matches or non-
identifications had an average percent match of 21.4% � 8.0%.
Additionally, a ROC curve was generated comparing the percent
match values of a positive match and a negative match. The
analysis returned with a score of 1, signifying a “perfect” sensitivity
and specificity, with a cut-off value of 65.5%. An individual
breakdown based on vertebral level can be seen in Table 2.

Despite the 100% success match rate in the initial findings. Any
potential influence of sex, age or lumbar level were also examined.
An independent t-test was run and there was no statistical
difference between negative percent match for males
(21.3% � 7.98%) and females (21.6% � 7.93%) with respect to a
positive identification p = 0.198. However, there was a statistical
difference between percent match for males (94.2% � 2.6%) and
females (95.2% � 2.8%) with respect to a positive match; a
statistically significant increase of 1.0%, p = 0.023.

A Pearson’s correlation was run to assess the relationship
between age and both positive matches and non-matches. There
was a weak negative correlation to a person’s age and positive
percent match (r = �0.274, n = 150, p = 0.001). There was no
significant correlation to an individual’s age and the non-
identification percent match (r = 0.003, n = 4350, p = 0.854).

There was a statistically significant difference between positive
percent match and the relative vertebral level as determined by a
one-way ANOVA (F(4, 145) = 3.301, p = 0.013). However, a Tukey
post hoc test revealed that the only statistical difference was
between L3 and L4 (p = 0.022). There was a statistically significant
difference between negative percent match and the relative
vertebral level as determined by a one-way ANOVA (F(4,
4345) = 15.364, p > 0.001). A Tukey post hoc test revealed that
the percent negative match for L1, L2 and L3 were statistically
higher, with L3 and L4 overlapping and L5 being statistically lower,
p > 0.05.

4. Discussion

The aim of this study was to test if CT-derived 3D anatomical
features, in our case the lumbar vertebrae (L1–L5), could be used as
a means of personal identification using part comparison. This
initial test was a success with a100% match rate implying the
lumbar vertebra are anatomically distinct enough for personal
identification. This anatomical uniqueness is further reinforced by
the large disparity between the average “positive” match (94.7%)
versus the average non-match (21.4%). In fact, the highest value for
a non-match was 41%. To date there are no false positives, or false
negatives. A ROC curve was generated with a score of 1, signifying a
“perfect” sensitivity and specificity, at a cut-off value of 65.5%. At
the onset of this study, the authors chose the threshold of 90%
agreement within �0.5 mm as the value needed for a positive
identification. These initial findings show that a lower percentage
threshold for establishing a positive identification may be possible.

Results pertaining to sex and age suggest that demographic
information does not play a great role in personal identification
when using part comparison. There was no statistical difference
Table 2
Percent match.

Vertebral level Average positive percent m

L1 95.3% 

L2 94.2% 

L3 95.9% 

L4 93.8% 

L5 94.2% 

Average 94.7% 
between males and females with respect to a negative match value.
While there was a statistical difference between males and females
with respect to a positive match value, the match value for females
was only 1% higher than males. These results may be statistically
significant but would not be considered significant in practice
clinically or forensically. Additionally, there was a weak negative
correlation, with a low R-score (R = �0.274, p = 0.001), to a positive
percent match and age, signifying that older individuals may have
slightly lower matching percentages on a positive identification.
This slight decrease in positive percent match with respect to age
may be on account that smaller anatomic age-related details, such
as osteophytes, vertebral lipping, etc., may be lost between scans.

Furthermore, there is no clear advantage or disadvantage
regarding lumbar vertebral level. The ANOVA based on vertebral
level did identify some statistical differences. This difference
between the upper (L1 and L3) and lower (L4 and L5) vertebrae
may be on account of the natural size disparity between more
superior and inferior lumbar vertebrae. The fact that L3 was not
statistically different from either group and is acting as an “in
between” vertebra further supports this idea. Ultimately, every
vertebral level still successfully identified the unknown individuals
ranging from a 90% to 100% match within �0.5 mm.

While these initial results are promising, this method has yet to
be attempted on a large-scale sample or another part of the body.
The fundamental assumption however is that humans are
anatomically unique enough to make a successful identifying
match. Additionally, not all anatomical features are equal when it
comes to usefulness in identification. Narrowing down a potential
region requires one to consider not only the potential for its
“survival” in traumatic injury as previous discussed, but also
genetic and environmental factors which dictate and influence the
way an individual develops and ages. One study showed that at
least 44% of health young males have some identifiable anomaly of
the lumbar spine [43]. While vertebrae do change with age, this
change, when documented, provides additional unique structures
to assist in the identification. While degenerative changes are
contrary to the idea of stable identification markers, it should be
noted that these changes are unidirectional and often well-
documented. Any medical or surgical interventions to address
spinal degenerative issues would be thoroughly imaged and have
documented anatomy over time. Depending on the time since scan
with the AM and PM scans, certain changes of the vertebra would
not rule out a probable or positive identification. Future
longitudinal studies should be undertaken examining how much
time can elapse between AM and PM scans before significant
changes occur that might hinder a positive identification.
Furthermore, as the PM scans for this study were simulated
additional testing must be performed on bona fide PMCTs to move
this research beyond pilot status. The real-world application of 3D
part-to-part comparison on actual AM and PM scans will
demonstrate the usefulness of this technology in personal
identification while also meeting the explicit requirements of
Daubert ruling and demands of the NAS report.

As a scientific discipline, we must improve over current more
subjective methods. Ordinal, scored and scaled data can now be
atch Average negative percent match

22.2%
22.4%
21.8%
21.1%
19.8%
21.4%
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quantified by digitally capturing a specimen’s actual 3D geometry
for analysis. By doing so, 3D anatomical data is providing a direct
increase in accuracy over traditional non-metric and more
subjective methods. The use of 3D analyses is a natural progression
because, after all, the human body is a complex and three-
dimensional form. If these results continue in a larger sample, part-
comparison based identification may become a viable quantifiable
tool for personal identification on par with dental identification
and fingerprints to aid in narrowing down an individual before
DNA confirmation matching. The methods proposed in this project
will be reproducible with reported accuracy and error rates and
thereby present practitioners with a validated new technology to
add to their human identification toolkit.
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